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ABSTRACT
Gender classification is a fundamental computer vision problem used in a wide range of applications 
in surveillance and marketing. The work in this paper is to determine the gender classification 
ability of the You Only Look Once (YOLO) algorithm using deep learning. YOLO is one of the 
most accurate object detection models that can detect multiple objects in a video or picture in real-
time. In this work, various versions of YOLO (YOLOv3 to YOLOv9) were compared to determine 
the most accurate and efficient model for gender classification. The work utilized a collection of 
361 test images of male and female subjects in different scenarios of their settings, and the models' 
performance was gauged in terms of key metrics of Precision, Recall, and F1-score. The analysis of 
performance also confirmed that YOLOv9 was even better compared to its counterparts, registering 
a mean average precision (mAP) of 97%, a Precision of 86.8%, a Recall of 86.1%, and an F1-score 
of 86.54%. The processing time of the model was 0.332 seconds per picture, or a frame per second 
(FPS) of 3.00. The confusion matrix also recorded 157 true positives (TP), 25 false negatives (FN), 
23 false positives (FP), and 156 true negatives (TN), a reflection of a highly balanced classification 
performance. The results confirm that YOLOv9 is highly accurate and efficient to use in gender 
classification in practical applications.
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INTRODUCTION

Gender classification is one of the most 
important applications of computer vision in 
surveillance, security, and marketing (Xiao 
et al., 2020). The gender is automatically 
classified in terms of a human's face features 
(Varnima & Ramachandran, 2020) using 
deep learning to be more accurate and 
efficient (Jabraelzadeh et al., 2023; Tilki et 
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al., 2021). Unlike traditional methods that apply hand-coded features, more recent deep 
learning methods, such as YOLO, enable gender classification in real-time straight from 
pictures (Sonthi et al., 2023). YOLO is a widely used object detection approach that can 
identify multiple objects in a single picture. The more recent versions of YOLO, such as 
YOLOv9, execute face detection and gender classification in a single step of inference 
without separate preprocessing procedures. This enhances processing time, in addition to 
improving precision in classification (Tejaswi et al., 2023). There have been various studies 
that have explored gender recognition using deep learning, noting that models that employ 
convolutional neural networks (CNN) in face feature processing work (Azhar et al., 2022). 
This study compares different versions of YOLO in gender classification based on a set 
of tagged face pictures. The aim is to determine the most efficient YOLO model that can 
be applied in gender classification in a way that is applicable in real-time and in a diverse 
range of situations (Ayo et al., 2022).

RELATED WORKS

With the increasing use of artificial intelligence in various sectors, face detection and gender 
identification between men and women pose primary challenges in security, surveillance, 
and data analysis. Gender identification is of crucial significance in various situations, such 
as in identity recognition systems, behavioral analysis, and enhancing the user experience 
in smart services. From a security aspect, face detection and gender identification models 
of high efficiency need to be developed, mainly in areas of public use such as airports and 
stations (Awan et al., 2021; Ayo et al., 2022; Singh et al., 2021). Several models of gender 
identification in real-time via CNN have been put forward (Xiao et al., 2020). The traditional 
method of CNN is separated into two key stages (Sumi et al., 2021) and has evolved in 
different ways, i.e., R-CNN, Fast-RCNN, and Faster-RCNN. Although CNN is found to be 
extremely efficient in gender detection, it is also afflicted with a set of serious limitations, 
i.e., (1) multiple stages of training, (2) high memory and computational demands, and (3) 
slower detection compared to other methods, rendering detection speed enhancement a 
necessity (Raman et al., 2023; Ramya et al., 2022). On the contrary, YOLO models have 
gained immense popularity in face detection and gender recognition due to their high 
efficiency and speed. As compared to CNN-based approaches, YOLO processes one entire 
picture in a one-time step, in keeping with the "You Only Look Once" method, rendering 
it much more efficient (Raman et al., 2023; Ramya et al., 2022). Given these advantages, 
this work is focused on comparing and evaluating different YOLO models to determine the 
most efficient one to apply in real-time face detection and gender recognition. The latest 
one, YOLOv9, is selected here because it is more computationally efficient compared to 
previous versions of YOLO. However, challenges in gender classification accuracy in public 
places persist. Hence, it is important to evaluate YOLO models in such an environment 
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(Sonthi et al., 2023). Consequently, this work attempts to compare various implementations 
of YOLO to determine the most appropriate model for face detection in real-time in actual 
applications (Jabraelzadeh et al., 2023).

Face Detection

Face detection is a fundamental computer vision problem, and various methods of making 
it more accurate and efficient have been proposed (Sonthi et al., 2023). Even though 
face recognition is one of computer vision's fundamental challenges, there have been 
proposals in the literature to process face features. The face detection is a beginning point 
in this process, given that it facilitates gender identification using face-based properties 
(Tejaswi et al., 2023).

Gender Classification

Gender classification is a crucial aspect of social interaction in most intelligent applications, 
i.e., human-machine interaction (Ayo et al., 2022; Azhar et al., 2022). The most effective 
method of gender classification is face image analysis, and face detection is a fundamental 
starting process in gender classification (Awan et al., 2021; Singh et al., 2021). Research has 
extensively explored various gender classification methods, of which face-based methods 
predominate (Mittal et al., 2023). The face detection coupled with gender classification is 
of interest in scientific research (Jabraelzadeh et al., 2020; Shet et al., 2022). This study is 
distinct in using face feature analysis in gender identification (Shen et al., 2021), one of 
the most accurate yet practical approaches in real applications (Al-Bayati & Abood, 2023; 
Alsaif et al., 2023; Srinivasan, 2023).

Detection Algorithms

Object detection and classification models can be divided into two groups of interest: 
one is region-based classification using CNN, and the other is one-stage models like 
YOLO. The models using CNN follow a two-stage approach of classification (Dutta et 
al., 2022; Ullah, 2020). However, despite their accuracy, there also lie certain limitations 
of CNN models, such as multiple processes of training and high demands on computation, 
thus making it slower compared to other approaches (Nepal & Eslamiat, 2022; Srikar & 
Malathi, 2022). YOLO, on the other hand, detects and classifies in a single step without 
a separate phase of classification. The combined approach enhances speed in addition to 
precision, making YOLO more suitable in real-time applications (Eşer & Hardalaç, 2021; 
F. Wang et al., 2023; Gan et al., 2023; Jiang et al., 2022; Thakuria & Erkinbaev, 2023; W. 
Wang et al., 2023; Zhang et al., 2020). Due to its efficiency, YOLO is widely used in face 
detection and gender classification, where real-time performance is essential.	
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Research Goal

This study seeks to assess YOLO models in gender classification, i.e., whether a detected 
face is male or female. Considering that existing studies affirm YOLO’s speed over CNN, 
this work aims to compare various versions of YOLO to determine the most accurate and 
efficient of these models in real-time applications for gender classification.

MATERIALS AND METHODS

This study attempts to determine the effectiveness of YOLO-based deep learning models 
in face detection and gender recognition. Compared to methods that use separate face 
detection and classification networks, YOLO brings the two processes in one system, 
making it more efficient and capable of real-time processing. The primary objective of 
this work is to find the best YOLO model for gender classification in terms of its accuracy, 
inference time, and resource requirements.

The methodology is a sequential process of ordered processes that encompasses data 
collection, image preprocessing, augmentation, model training, evaluation, and comparative 
analysis. The work is divided into two major phases: first, YOLO models are used to detect 
faces to accurately detect and cut faces out of pictures. Then, in phase two, the same YOLO 
model is used to classify gender directly, in which each face is automatically categorized 
as male or female without applying an external classifier. This integrated approach ensures 
a seamless and optimized classification process, making YOLO a robust solution for real-
time gender classification.

Data Collection 

The dataset for this study was collected from the students at the University of Babylon, Iraq, 
ensuring diverse real-world conditions to enhance model robustness. Images were captured 
under various lighting conditions (sunlight, cloudy, backlighting) and different facial angles 
(frontal, side, tilted) to improve detection accuracy. The dataset includes individuals with 
and without head coverings, varying age groups, and diverse facial expressions. Partial 
occlusions due to environmental factors were also considered to simulate real-world 
challenges. A total of 140 images were collected, ensuring the trained model's reliability 
across different scenarios. Figure 1 shows examples of photos of people's faces.

Image Processing and Data Segmentation with Augmentation

A systematic preprocessing and augmentation strategy was applied to optimize the dataset 
for training and evaluation. Initially, the dataset consisted of 140 high-quality images 
captured most within the university campus, encompassing diverse lighting conditions, 
facial orientations, and real-world variations. To standardize input dimensions, all images 
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were resized to 640 × 640 pixels and converted to grayscale, with pixel values normalized 
within the 0 to 1 range for consistency in model interpretation. Facial features were 
emphasized by cropping each image to retain 25 to 75% of both horizontal and vertical 
regions, minimizing background interference. Additionally, images were segmented into a 2 
× 2 grid (four equal parts) to enhance localized feature extraction, improving the precision 
of face detection and gender classification.

To further enhance model generalization and prevent overfitting, 25% of the dataset 
underwent augmentation, incorporating horizontal and vertical flipping, cropping 
adjustments, hue modifications (+25° to -25°), brightness variations (±25%), and Gaussian 
blurring (up to 2.5 pixels) to introduce controlled noise. The Static Crop function was 
also utilized to generate more variations by flipping images over specific areas and axes 
to enrich the dataset even further Figure 2.

As a result of expansion and segmentation, the dataset was increased to 361 images 
to give a more representative and diverse set of training. The final dataset was divided 
into three groups: 316 for training to learn to better optimize the YOLO model, 30 for 
validating to set hyperparameters and to prevent overfitting, and 15 for final testing to 
verify generalization performance. The new structured data preprocessing approach 
significantly improved gender recognition using YOLO to be more resilient in various 
practical situations Figure 3.

(a) (b) (c)

(d) (e) (f)
Figure 1. Examples of student photos taken in various settings: (a) Normal frontal face image, (b) Natural light 
angle, (c) Heavy occlusion (e.g., glasses or mask), (d) Side light angle, (e) Overlapping group of students, 
and (f) Backlight angle
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Figure 2. Image processing and data set segmentation

Figure 3. Augmented training set and distributed
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YOLOv9 Network Architecture

YOLOv9 represents a milestone in one-stage object detection models that is intended to 
find a balance between speed and accuracy in real-time applications. As per benchmark 
tests, YOLOv9 can process between 5 and 160 frames per second (FPS), depending on 
hardware specifications and input resolution (Figure 4). Overview of the proposed research 
process, including training and testing phases using YOLO-based gender classification. 
(Acharya, 2024a; Boesch, 2024). The network architecture is structured into three primary 
components: 

	• Internal Network: Handles data preprocessing and feature extraction.

	• Core Network: Obtains high-level representations to facilitate object recognition.

	• Main Network: Carries out end detection and classification processes.

Key enhancements:

	• Object detection in real-time: Maintains high detection speed without sacrificing 
precision.

	• Programmable Gradient Information (PGI) integration: A stand-alone process in 
YOLOv9 that allows smooth flow of information and reduces loss of features to support 
better model efficacy and accuracy.

	• Cross Stage Partial Network (CSPNet): Improves computational efficiency and 
reduces memory requirements by splitting features into two streams and merging 
them afterwards.

	• Generalized Efficient Layer Aggregation Network (GELAN): An advanced version 
of ELAN that enhances computational efficiency, reduces resource use, and enhances 
accuracy and inference time.

	• ELAN (Efficient Layer Aggregation Network): Enhances information flow within the 
network, reducing feature loss and improving deep learning.

	• Improved performance: Outperforms state-of-the-art models on datasets like MS 
COCO, excelling in accuracy, speed, and overall efficiency for real-time gender 
classification (C.-Y. Wang et al., 2024).

Here is a step-by-step process of detection using the YOLOv9 model:

1.	 Input Processing: The model segments input images into a grid of cells, each responsible 
for detecting objects within its assigned region.

2.	 Bounding Box Prediction: YOLOv9 generates bounding boxes for detected objects, 
defining their position using x, y (center point), width, and height.
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3.	 Object Classification: Each bounding box is assigned a classification probability, 
determining the likelihood that it belongs to a specific class.

4.	 Non-Maximum Suppression: To refine detections, redundant bounding boxes are 
filtered based on confidence scores, ensuring accurate localization.

5.	 Post-Processing: After suppression, the most reliable bounding boxes are retained, 
enabling precise real-time detection (Boesch, 2024; C.-Y. Wang et al., 2024).

YOLOv9 integrates PGI for reliable gradient generation and deep feature retention, 
while GELAN optimizes parameters, accuracy, and inference speed for enhanced efficiency 
(Boesch, 2024; C.-Y. Wang et al., 2024) as shown in Figure 5.

Training Platform and Parameter Settings

This study applied transfer learning with the use of the YOLOv9 algorithm in gender 
identification, leveraging its object detection in real-time. Training was done using Google 
Colab on a Tesla T4 GPU to provide high processing capability. To ensure that it was 
working to its optimal capacity, it was trained for 300 epochs at a batch size of 16 samples 
per iteration and an input image size of 640 × 640 pixels. The learning rate was initially 
set to 0.001 and was dynamically adjusted during training to facilitate better convergence 
and model stability.

Model Establishment and Assessment Indicators

Establishment of Model

After dataset preprocessing (as described in the methodology), the YOLOv9 model 
was trained using the allocated training set and optimized through validation. The final 
model performance was then assessed on the test set to ensure its effectiveness in gender 
classification. The evaluation process and performance results are illustrated in Figure 4.

Model Evaluation

For quantification, the Complete Intersection Over Union (CIOU) loss function was 
employed. The difference between the calibration and prediction squares was analyzed 
effectively (Zheng et al., 2020) with A representing the calibration bin, B representing the 
prediction bin, and L1 representing the distance. It shows the specifications based on the 
model's predicted and validation bins required for computing the CIOU. The diagonal 
length, or L2, is the separation between the centroids of minimum-Square Rectangle A 
and B. 
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A visual representation of the CIOU computation between the ground truth and the 
model prediction box is shown in Figure 6. The blue box represents the prediction box, 
while the calibration box is represented by the yellow box.

CIOU was calculated as follows (Equation 1):

𝐿𝐿𝑜𝑜𝑜𝑜𝑜𝑜𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶=1− 𝐼𝐼𝐼𝐼𝐼𝐼 + 𝐿𝐿12

L22  +  𝛼𝛼𝛼𝛼                                                    	 [1]

where α is the balancing component among the loss brought on by Intersection over 
Union (IOU) and V, and v is the aspect ratio similarity between boxes A and B. The study 
employed the following metrics F1 score, recall, precision, and mAP to evaluate model 
performance in an impartial and consistent manner. Accuracy, which is determined by 
dividing the total number of detected targets by the number of correct targets, is the most 
commonly used evaluation index. In general, accuracy increases detection efficacy. While 
high precision is necessary for grading, it is not usually indicative of genius. Therefore, 
to assess comprehensiveness, mAP, recall, and F1 are shown. This section displays the 
calculations for the mAP, F1, recall, precision, and F1 outcomes (Achary, 2024b):

Precision,𝑝𝑝 = TP
TP+FP

× 100%                           [2] 

Recall, R = TP
TP+FN

× 100%                         [3] 

Average Precision, AP = P∫ .1
0 (r)dr                             [4] 

Mean Average Precision, mAP = 1
n 

 ∑ AP1n
i=1                         [5] 

F1 score, F1 = 2 × P×R
P+R

                                    

	 [2]Precision,𝑝𝑝 = TP
TP+FP

× 100%                           [2] 

Recall, R = TP
TP+FN

× 100%                         [3] 

Average Precision, AP = P∫ .1
0 (r)dr                             [4] 

Mean Average Precision, mAP = 1
n 

 ∑ AP1n
i=1                         [5] 

F1 score, F1 = 2 × P×R
P+R

                                    

	 [3]

Precision,𝑝𝑝 = TP
TP+FP

× 100%                           [2] 

Recall, R = TP
TP+FN

× 100%                         [3] 

Average Precision, AP = P∫ .1
0 (r)dr                             [4] 

Mean Average Precision, mAP = 1
n 

 ∑ AP1n
i=1                         [5] 

F1 score, F1 = 2 × P×R
P+R

                                    

	 [4]

Figure 4. Process of the suggested research
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Figure 5. Architecture of YOLOv9 network (Yaseen, 2024) 
Note. CSPNet = Cross Stage Partial Network; ELAN = Efficient Layer Aggregation Network; GELAN = 
Generalized Efficient Layer Aggregation Network

Figure 6. The prediction box
Note. A = Calibration (ground truth) box; B = Predicted box by the model; L1 = Euclidean distance between 
the centroids of boxes A and B; L2 = Diagonal length of the smallest enclosing box covering both A and B 
(used for Complete Intersection Over Union [CIOU] calculation)

Precision,𝑝𝑝 = TP
TP+FP

× 100%                           [2] 

Recall, R = TP
TP+FN

× 100%                         [3] 

Average Precision, AP = P∫ .1
0 (r)dr                             [4] 

Mean Average Precision, mAP = 1
n 

 ∑ AP1n
i=1                         [5] 

F1 score, F1 = 2 × P×R
P+R

                                    

	 [5]

Precision,𝑝𝑝 = TP
TP+FP

× 100%                           [2] 

Recall, R = TP
TP+FN

× 100%                         [3] 

Average Precision, AP = P∫ .1
0 (r)dr                             [4] 

Mean Average Precision, mAP = 1
n 

 ∑ AP1n
i=1                         [5] 

F1 score, F1 = 2 × P×R
P+R

                                    	 [6]

False negative (FN) refers to the total number of gender-related objects that were not 
identified or ignored. In contrast, false positive (FP) represents the percentage of objects that 



2165Pertanika J. Sci. & Technol. 33 (5): 2155 - 2176 (2025)

Face Detection and Gender Classification by YOLO Algorithm

were misidentified as gender. True positive (TP) refers to the number of objects correctly 
identified as a gender.

RESULTS AND DISCUSSION

Training Dataset of YOLO Models

Figure 7 shows an example of the complete pipeline used for gender classification and 
gender recognition results. The red color represents the category designated for men, and 
the blue color represents the category designated for women. During testing of images 
using YOLO models, it was discovered that the YOLOv9 algorithm achieved the highest 
detection accuracy.

Figure 7. Results of the real-time gender classification

Using the YOLOv9 algorithm, gender detection has achieved accuracy rates of up 
to 97%. Figure 8 illustrates the mAP values for this model. Overall, YOLOv9 surpasses 
YOLOv8 and other YOLO versions in terms of speed, accuracy, and scalability. This 
performance enhancement is attributed to advancements in model architecture, improved 
training techniques, and the integration of new features such as PGI and GELAN.

The loss curves of YOLOv9 in Figure 9 reflect a constantly improving performance 
coupled with stabilization of models during learning. Both Box Loss and Object Loss 
exhibit a steep decline that is subsequently followed by stabilization, indicating improving 
precision in object localization. Similarly, Class Loss reduces steeply in early training stages 
and plateaus at a low value, suggesting the strength of the model in gender classification. 
The patterns also suggest YOLOv9’s capability of learning in a more efficient manner and 
having a high performance, making it a reliable model for gender classification.

The loss curves of YOLOv8 in Figure 10 exhibit progressive learning and stabilization 
during training. Box Loss and Object Loss decline steeply in earlier epochs and stabilize to 
smaller values, suggesting improved object localization. Similarly, Class Loss also drops 
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steeply and remains low, demonstrating effective gender classification. However, compared 
to YOLOv9, YOLOv8 displays slightly more oscillations, suggesting potential instability in 
a number of its phases. The results verify that even though YOLOv8 is efficient in learning 
and has a faster convergence, YOLOv9 is a better model due to its higher stability and 
overall performance in gender classification.

The loss curves of YOLOv7 in Figure 11 exhibit a smooth improvement in performance 
during training, though there is a visible oscillation. Both Box Loss and Object Loss 
decrease steeply initially, after that there is a slower stabilization, indicating improvement 
in object localization though there is a lack of stability. Class Loss has high fluctuations 
prior to stabilization, suggesting gender classification to be less stable in learning compared 
to newer models. Compared to YOLOv8 and YOLOv9, YOLOv7 is more volatile in loss 
values, suggesting less stable convergence. These trends highlight that while YOLOv7 
achieves reasonable performance, YOLOv9 remains the most stable and accurate model 
for gender classification.

Figure 8. Mean average precision (mAP) accuracy of the YOLOv9 model for gender detection

(a) (b) (c)

Figure 9. Loss curve of the Yolov9 model training: (a) Box Loss; (b) Class Loss; (c) Object Loss
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(a) (b) (c)

Figure 10. Loss curve of the Yolov8 model training: (a) Box Loss; (b) Class Loss; (c) Object Loss

(a) (b) (c)

Figure 11. Loss curve of the YOLOv7 model training: (a) Box Loss; (b) Class Loss; (c) Object Loss

The loss curves of YOLOv5 in Figure 12 display a steep initial decline in Object Loss 
and Box Loss, subsequently levelling off, suggesting improvement in localization. The 
Class Loss oscillates to stabilize, suggesting learning progressively. However, compared 
to YOLOv9, YOLOv5 displays higher variance and a slower convergence rate, justifying 
its lower stability and accuracy in gender classification.

(a) (b) (c)

Figure 12. Loss curve of the Yolov5 model training: (a) Object Loss; (b) Class Loss; (c) Box Loss
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The loss curves of YOLOv4 in Figure 13 display a steep initial decline in Object Loss 
and Box Loss, after which they stabilize over time. Class Loss steeply drops but oscillates 
before it eventually converges, indicating a moderate learning efficiency. YOLOv4 is more 
variant and slower to converge than YOLOv9, validating that it is less accurate and more 
unstable in gender classification.

(a) (b) (c)

Figure 13. Loss curve of the Yolov4 model training: (a) Object Loss; (b) Class Loss; (c) Box Loss

The loss curves of YOLOv3 Figure 14 indicate a steep initial decline coupled with 
apparent oscillations, more evidently in Class Loss, indicating unstable learning. Object 
Loss and Box Loss take a slower time to converge compared to newer models of YOLO. 
The patterns confirm that YOLOv3 is of lower precision and stability, hence less accurate 
in gender classification.

(a) (b) (c)

Figure 14. Loss curve of the Yolov3 model training: (a) Object Loss; (b) Class Loss; (c) Box Loss

Comparison of Models

The results demonstrate a progressive improvement in the performance of YOLO models, 
from YOLOv3 to YOLOv9, with newer versions exhibiting enhanced accuracy, inference 
speed, and training efficiency. YOLOv9 achieved the highest mAP (97%) with the fastest 



2169Pertanika J. Sci. & Technol. 33 (5): 2155 - 2176 (2025)

Face Detection and Gender Classification by YOLO Algorithm

inference time (0.332 seconds per image, FPS = 3.00), making it the most efficient for 
real-time applications. YOLOv8 (mAP = 96.2%) followed closely, offering the best balance 
between precision and recall (F1-score = 91.82%), ensuring reliable classification with 
minimal errors. YOLOv7 (mAP = 94.4%) performed well but was slightly less efficient 
than the more recent versions. In terms of inference speed, the latest versions demonstrated 
superior performance, with YOLOv9 being the fastest (0.332 seconds per image, FPS 
= 3.00), followed by YOLOv8 (0.379 seconds, FPS = 2.63). In contrast, older models 
such as YOLOv3 and YOLOv4 exhibited significantly slower inference times (0.759 
and 0.648 seconds, respectively), making them less suitable for real-time applications 
requiring immediate processing. Regarding training time, YOLOv9 required the shortest 
duration (1:45:00 hours) compared to YOLOv3 (4:00:00 hours), reflecting advancements 
in algorithm optimization and architectural efficiency as shown in Table 1. These findings 
confirm that YOLOv9 is the most effective and reliable model for gender classification, 
followed by YOLOv8 as the optimal balance between accuracy and performance, while 
older versions demonstrate lower efficiency, making them less suitable for modern, high-
performance applications, as shown in Figure 15.

The analysis of error rates across YOLO models confirms YOLOv9 as a highly reliable 
model, achieving a strong balance between precision and recall. While YOLOv8 recorded 
the lowest total error count (FP + FN = 29), YOLOv9 (FP = 23, FN = 25, total errors = 48) 
demonstrated superior stability and consistency, making it highly effective in maintaining 
classification accuracy. Additionally, YOLOv9’s structure is highly optimized to limit false 
positives compared to older models, resulting in fewer incorrect detections. In contrast, 
YOLOv3 was associated with the highest error rate (FP + FN = 59), a reflection of inferior 
reliability. The results point to YOLOv9 to be a highly efficient model of high detection 
strength that is a competitive candidate for real-time classification, as shown in Figure 16 
and Table 2.

Table 1 
Performance comparison among different YOLO models

Target 
detection 
networks

mAP 
(%)

Precision 
(%)

Recall 
(%)

F1 score 
(%)

Inference 
time per 
image

Frames 
per second

Training time

YOLO v3 83.0 84.3 82.4 83.32 0.759 1.31 4:00:00 sec
YOLO v4 89.6 85.1 86.6 85.84 0.648 1.54 3:25:00 sec
YOLOv5 84.1 87.7 83.4 85.49 0.604 1.65 3:11:00 sec
YOLOv7 94.4 87.9 85.3 86.58 0.427 2.34 2:15:00 sec
YOLOv8 96.2 88.7 95.2 91.82 0.379 2.63 2:00:00 sec
YOLOv9 97 86.8 86.1 86.54 0.332 3.00 1:45:00 sec

Note. YOLO = You Only Look Once; mAP = Mean average precision 
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Figure 15. Mean average precision (mAP) accuracy of You Only Look Once (YOLO) models for gender 
detection

Figure 16. Confusion matrix analysis for the You Only Look Once (YOLO) models
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Table 2 
Confusion matrix analysis for the You Only Look Once (YOLO) models

Model True positives 
(TP)

False negatives 
(FN)

False positives 
(FP)

True negatives 
(TN)

YOLO v3 152 32 27 150
YOLO v4 158 26 23 154
YOLOv5 156 30 21 154
YOLOv7 158 26 21 156
YOLOv8 167 8 21 165
YOLOv9 157 25 23 156

Used PyTorch Grad-CAM to visualize the most responsible areas in the YOLOv9 
decision-making process in classifying gender. The results revealed that the model 
is primarily observing eyes and mouth, both of which are biological features used in 
classifying between genders. This proves that YOLOv9 relies on patterns learned that are 
in agreement with human vision, contributing to its classification accuracy.

In addition to that, Canny Edge Detection with OpenCV has been employed in 
analyzing structural features that are recognized by the model as critical. The outcome 
indicates that YOLOv9 is heavily dependent on the sharp edges of faces, particularly the 
jawline edge, eyebrow curve edge, and nose and mouth edges. This is a pointer that the 
model classifies based on patterns in face architecture and is quite sensitive to image quality 
changes, lighting conditions, and complexity of the environment.

The results revealed that Grad-CAM approximately 31.48% of the image consists of 
very active regions, which confirms that the model is focusing on significant face features 
such as eyes and mouth. Canny Edge Detection analysis, on the other hand, revealed that 
5.70% of the image consists of sharp edges around the jawline, eyebrows, and mouth, 
which confirms that in its classification process, YOLOv9 is largely reliant on structural 
face features.

Although YOLOv9 is good at recognizing large-scale face features and effectively 
analyzing visual patterns for classifying gender. This reliance implies that the model's 
classification performance would be susceptible to low lighting conditions, noise, or 
distractions in the scene. The results, as observed in Figure 17, present a full picture of 
YOLOv9's feature selection mechanism and confirm that its decision process is both edge-
dependent and biologically meaningful.

A one-way analysis of variance (ANOVA) was conducted using Python's SciPy library 
to determine if different YOLO models (YOLOv3 to YOLOv9) varied in their performance 
statistically. Five trial results for each model were utilized to provide consistency in 
results in terms of mean average precision (mAP) values. The analysis also confirmed 
statistically significant differences (F = 8993.63, P < 0.05), implying that observed gains in 
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YOLOv9 and YOLOv8 are not a function of random variance but a genuine improvement 
in performance. The results affirm that architectural advances in newer versions of YOLO 
have been a primary force in detection precision, as shown in Table 3.

Table 3 
Mean average precision (mAP) values across five trials for YOLO models

YOLOv9
(mAP %)

YOLOv8
(mAP %)

YOLOv7
(mAP %)

YOLOv5
(mAP %)

YOLO v4
(mAP %)

YOLO v3
(mAP %)

Epoch

97.3 96.4 93.9 84.4 89.2 83.0 1
96.9 96.1 94.2 84.1 89.8 82.8 2
97.1 95.8 94.1 83.8 89.1 83.1 3
97.2 96.3 94.5 84.3 88.9 82.9 4
97 96.2 94.4 84.1 89.6 83.0 5

Practical Applications and Future Directions

YOLOv9's real-time performance (FPS = 3.00) is ideal for applications that need quick 
decision-making, e.g., automated surveillance, biometric identification, and AI-based 

Figure 17.  Feature visualization and model analysis for the YOLOv9 in gender classification
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customer engagement. Deployment is still a challenge, though, mainly in terms of 
computational requirements and privacy-sensitive settings. Future research must explore 
optimization techniques, i.e., quantization and model pruning, to enable it to be used in 
low-power embedded systems.

While YOLOv9 is highly performing, pairing it with a more accurate approach would 
also increase classification precision and credibility. Further enhancement would be 
introduced by expanding examinations using real-world datasets to enable flexibility in 
different demographic and environmental settings.

CONCLUSION

This study showed a progressive improvement of the YOLO models (YOLOv3–YOLOv9) 
in gender classification, of which YOLOv9 was found to be most accurate (mAP = 
97%) and most precise (86.8%) in nature, making it most efficient for use in real-time. 
Despite its advancement, YOLOv9 is also afflicted with high computational demands and 
misclassification in complex situations. The efforts in the coming times must be focused 
on optimization strategies and fusion of higher-accurate methods to enhance robustness 
and flexibility in a diverse set of real-world applications.
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